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## 1. Introduction

Consider the Schrödinger equation on the full-line $\mathbf{R}:=(-\infty,+\infty)$ given by

$$
\begin{equation*}
-\psi^{\prime \prime}(k, x)+V(x) \psi(k, x)=k^{2} \psi(k, x), \quad x \in \mathbf{R}, \tag{1.1}
\end{equation*}
$$

where the prime denotes the $x$-derivative and the potential $V$ is real valued and satisfies

$$
\begin{equation*}
\int_{-\infty}^{\infty} d x(1+|x|)|V(x)|<+\infty \tag{1.2}
\end{equation*}
$$

The restriction given in (1.2) allows us [1-6] to develop a mathematical theory of scattering for (1.1), assures the existence of scattering solutions, and also guarantees that there are at most a finite number of bound states.

There are two particular solutions to (1.1). The first is the Jost solution from the left, denoted by $f_{l}(k, x)$, satisfying the spatial asymptotics

$$
\begin{equation*}
f_{1}(k, x)=e^{i k x}[1+o(1)], \quad x \rightarrow+\infty, \tag{1.3}
\end{equation*}
$$

and the other is the Jost solution from the right, denoted by $f_{r}(k, x)$, satisfying the spatial asymptotics

$$
\begin{equation*}
f_{r}(k, x)=e^{-i k x}[1+o(1)], \quad x \rightarrow-\infty \tag{1.4}
\end{equation*}
$$

The scattering coefficients corresponding to $V$ are obtained through the spatial asymptotics

$$
\begin{array}{ll}
f_{\mathrm{l}}(k, x)=\frac{1}{T(k)} e^{i k x}+\frac{L(k)}{T(k)} e^{-i k x}+o(1), & x \rightarrow-\infty \\
f_{r}(k, x)=\frac{1}{T(k)} e^{-i k x}+\frac{R(k)}{T(k)} e^{i k x}+o(1), & x \rightarrow+\infty, \tag{1.6}
\end{array}
$$

[^0]where $T$ is the transmission coefficient, $R$ is the reflection coefficient from the right, and $L$ is the reflection coefficient from the left. Corresponding to the potential $V$, let us use $\Lambda(k)$ to denote the $2 \times 2$ transition matrix defined for $k \in \mathbf{R}$ as
\[

\Lambda(k):=\left[$$
\begin{array}{cc}
\frac{1}{T(k)} & -\frac{R(k)}{T(k)}  \tag{1.7}\\
\frac{L(k)}{T(k)} & \frac{1}{T(-k)}
\end{array}
$$\right] .
\]

Let us fragment the real axis $\mathbf{R}$ into $N$ pieces as

$$
\mathbf{R}=\left(x_{0}, x_{1}\right] \cup\left(x_{1}, x_{2}\right] \cup \cdots \cup\left(x_{N-1}, x_{N}\right],
$$

where $N \geq 2$, and we have

$$
x_{0}:=-\infty, \quad x_{1}<x_{2}<\cdots<x_{N-1}, \quad x_{N}:=+\infty
$$

We then obtain the fragmentation of the potential $V$ into $N$ pieces as

$$
V(x)=\left\{\begin{array}{cc}
V_{1}(x), & x \in\left(x_{0}, x_{1}\right]  \tag{1.8}\\
V_{2}(x), & x \in\left(x_{1}, x_{2}\right] \\
\vdots & \vdots \\
V_{N}(x), & x \in\left(x_{N-1}, x_{N}\right]
\end{array}\right.
$$

where for $j=1,2, \ldots, N$ we have defined

$$
V_{j}(x):= \begin{cases}V(x), & x \in\left(x_{j-1}, x_{j}\right] \\ 0, & x \notin\left(x_{j-1}, x_{j}\right]\end{cases}
$$

Let us use $f_{\mathrm{l} j}(k, x)$ and $f_{r j}(k, x)$ to denote the Jost solution from the left and from the right, respectively, corresponding to the potential $V_{j}$. Let us also use $T_{j}, R_{j}$, and $L_{j}$ for the respective scattering coefficients corresponding to $V_{j}$. Thus, $f_{j j}(k, x)$ and $f_{r j}(k, x)$ satisfy (1.1) when $V$ is replaced with $V_{j}$, and they satisfy (1.3) and (1.4), respectively. They also satisfy (1.5) and (1.6), respectively, with the scattering coefficients $T, R$, and $L$ replaced with $T_{j}, R_{j}$, and $L_{j}$, respectively. Let $\Lambda_{j}(k)$ be the corresponding transition matrix for $V_{j}$ defined in a similar way as in (1.7) as

$$
\Lambda_{j}(k):=\left[\begin{array}{cc}
\frac{1}{T_{j}(k)} & -\frac{R_{j}(k)}{T_{j}(k)} \\
\frac{j_{j}(k)}{T_{j}(k)} & \frac{1}{T_{j}(-k)}
\end{array}\right] .
$$

Corresponding to the fragmentation (1.8), we have the factorization formula [7-13]:

$$
\begin{equation*}
\Lambda(k)=\Lambda_{1}(k) \Lambda_{2}(k) \cdots \Lambda_{N}(k), \quad k \in \mathbf{R} \tag{1.9}
\end{equation*}
$$

where the right-hand side consists of the product of the $2 \times 2$ transition matrices in the order indicated.
The factorization formula (1.9) and its various generalizations [7,8,14] allow us to understand how the scattering from a system develops in terms of the scattering from the components of that system. It has important applications in various areas, such as determining the phase [15, 16] of a complex-valued reflection coefficient based on amplitude measurements, determining material properties of thin films via neutron reflectometry [17-20], quantum wires [9, 21], quantum computing [21], and quantum scattering from coupled systems [22].

Our goal in this paper is to derive the analog of the factorization formula (1.9) for some difference equations related to (1.1) and its generalizations. In particular, we will do so for the general Jacobi system on the full-line lattice given by [23]

$$
\begin{equation*}
a(n+1) \psi(\lambda, n+1)+b(n) \psi(\lambda, n)+a(n) \psi(\lambda, n-1)=\lambda w(n) \psi(\lambda, n), \quad n \in \mathbf{Z} \tag{1.10}
\end{equation*}
$$

where $\mathbf{Z}$ denotes the set of integers, $\lambda$ is the spectral parameter, and $a(n), b(n)$, and $w(n)$ are some real coefficients that may depend on the location in the lattice. Due to the presence of $w(n)$ in (1.10), we call it the general Jacobi system, whereas the Jacobi system [23-27] corresponds to the case $w(n) \equiv 1$.

The system given in (1.10) is used as a model for various physical systems. It describes the behavior of particles in a one-dimensional lattice where each particle may experience a local force as well as a force from the nearest neighbors. By including the weight factors $w(n)$, we can use (1.10) to describe wave propagation in a lattice where the propagation speed may depend on the location.

The coefficients $a(n), b(n)$, and $w(n)$ appearing in (1.10) are assumed to belong to class $\mathcal{A}$ specified below. The resulting restrictions on the coefficients allow us to develop a mathematical scattering theory for (1.10) and to assure the finiteness of the number of bound states associated with (1.10).

## Definition 1.1

The coefficients $a(n), b(n)$, and $w(n)$ belong to class $\mathcal{A}$ if they satisfy the following properties:
(1) They are real valued, and $a(n) \neq 0$ and $w(n)>0$ for $n \in \mathbf{Z}$.
(2) They have the finite limits $a_{\infty}, b_{\infty}$, and $w_{\infty}$, respectively, as $n \rightarrow \pm \infty$, with $a_{\infty} \neq 0$ and $w_{\infty}>0$.
(3) They satisfy the restriction

$$
\begin{equation*}
\sum_{n=-\infty}^{+\infty}|n|\left(\left|\frac{a(n+1)}{\sqrt{w(n) w(n+1)}}-\frac{a_{\infty}}{w_{\infty}}\right|+\left|\frac{b(n)}{w(n)}-\frac{b_{\infty}}{w_{\infty}}\right|\right)<+\infty \tag{1.11}
\end{equation*}
$$

We remark that the restriction (1.11) is the analog of (1.2). Such a restriction can be obtained from the mathematical theory [28,29] available for the case $w(n) \equiv 1$.

Our paper is organized as follows. In Section 2, we introduce the alternate parameter $z$ related to the spectral parameter $\lambda$ via (2.1). We introduce the Jost solution from the left and from the right, respectively, and also introduce two other solutions related to the Jost solutions. With the help of such solutions, the scattering coefficients are obtained as functions of $z$, and their basic properties are provided. In Section 3, we introduce the transition matrix related to the scattering coefficients as in (3.1). Next, we fragment the fullline lattice into $N$ pieces. We then provide our fundamental result, namely, the factorization formula (3.5) expressing the relationship between the transition matrix for the full-line lattice and the transition matrices for the fragments. The proof of the factorization formula is first given when $N=2$ and then extended to an arbitrary number of fragments using mathematical induction.

## 2. The general Jacobi system and scattering coefficients

In this section, in preparation for the derivation of the analog of the factorization formula (1.9), we introduce the scattering coefficients for the general Jacobi system (1.10) and present their relevant properties that are needed later on.

Instead of using the spectral parameter $\lambda$ in (1.10), we can equivalently use the parameter $z$, which is related to $\lambda$ as

$$
\begin{equation*}
\lambda=\frac{a_{\infty}\left(z+z^{-1}\right)+b_{\infty}}{w_{\infty}} \tag{2.1}
\end{equation*}
$$

where $a_{\infty}, b_{\infty}$, and $w_{\infty}$ are the real constants appearing in Definition 1.1. Let us define

$$
\lambda_{\min }:=\frac{-2\left|a_{\infty}\right|+b_{\infty}}{w_{\infty}}, \quad \lambda_{\max }:=\frac{2\left|a_{\infty}\right|+b_{\infty}}{w_{\infty}}
$$

When $a_{\infty}<0$, the transformation $\lambda \mapsto z$ in (2.1) maps the real $\lambda$-axis to the boundary of the upper half of the unit disk in such a way that the interval $\lambda \in\left(-\infty, \lambda_{\min }\right)$ is mapped to the real interval $z \in(0,1)$, the real interval $\lambda \in\left(\lambda_{\min }, \lambda_{\max }\right)$ is mapped to $z=e^{i \theta}$ with $\theta \in(0, \pi)$, and the real interval $\lambda \in\left(\lambda_{\text {max }},+\infty\right)$ is mapped to the real interval $z \in(-1,0)$, while $\lambda=\lambda_{\text {min }}$ is mapped to $z=1$, and $\lambda=\lambda_{\text {max }}$ is mapped to $z=-1$. On the other hand, when $a_{\infty}>0$, the transformation $\lambda \mapsto z$ maps the real $\lambda$-axis to the boundary of the lower half of the unit disk in such a way that the interval $\lambda \in\left(-\infty, \lambda_{\min }\right)$ is mapped to the real interval $z \in(-1,0)$, the real interval $\lambda \in\left(\lambda_{\min }, \lambda_{\max }\right)$ is mapped to $z=e^{i \theta}$ with $\theta \in(-\pi, 0)$, and the real interval $\lambda \in\left(\lambda_{\max },+\infty\right)$ is mapped to the real interval $z \in(0,1)$, while $\lambda=\lambda_{\text {min }}$ is mapped to $z=-1$, and $\lambda=\lambda_{\text {max }}$ is mapped to $z=1$.

Using (2.1) in (1.10), we can write (1.10) in terms of the parameter $z$ as

$$
\begin{equation*}
a(n+1) \phi(z, n+1)+b(n) \phi(z, n)+a(n) \phi(z, n-1)=\frac{w(n)}{w_{\infty}}\left[a_{\infty}\left(z+z^{-1}\right)+b_{\infty}\right] \phi(z, n) \tag{2.2}
\end{equation*}
$$

where $n \in \mathbf{Z}$ and the $z$-values now occur on the unit circle $\mathbf{T}$ in the complex $z$-plane given by $|z|=1$. The unperturbed equation corresponding to (2.2) is obtained by replacing $a(n), b(n)$, and $w(n)$ with their limiting values $a_{\infty}, b_{\infty}$, and $w_{\infty}$, respectively, and we have

$$
\begin{equation*}
\stackrel{\circ}{\phi}(z, n+1)+\stackrel{\circ}{\phi}(z, n-1)=\left(z+z^{-1}\right) \stackrel{\circ}{\phi}(z, n), \quad n \in \mathbf{Z} \tag{2.3}
\end{equation*}
$$

The difference equation (2.2) with the coefficients belonging to class $\mathcal{A}$ specified in Definition 1.1 has [23] two linearly independent solutions, namely, the Jost solution from the left $f_{1}(z, n)$ satisfying

$$
\begin{equation*}
f_{l}(z, n)=z^{n}[1+o(1)], \quad n \rightarrow+\infty \tag{2.4}
\end{equation*}
$$

and the Jost solution from the right $f_{r}(z, n)$ satisfying

$$
\begin{equation*}
f_{\mathrm{r}}(z, n)=z^{-n}[1+o(1)], \quad n \rightarrow-\infty \tag{2.5}
\end{equation*}
$$

The scattering coefficients $T, R$, and $L$ are now functions of the variable $z$, and they are obtained as in (1.5) and (1.6) from the spatial asymptotics of the Jost solutions as

$$
\begin{array}{ll}
f_{1}(z, n)=\frac{1}{T(z)} z^{n}+\frac{L(z)}{T(z)} z^{-n}+o(1), & n \rightarrow-\infty \\
f_{\mathrm{r}}(z, n)=\frac{1}{T(z)} z^{-n}+\frac{R(z)}{T(z)} z^{n}+o(1), & n \rightarrow+\infty \tag{2.7}
\end{array}
$$

There are two other solutions to (2.2) related to the Jost solutions. Let us use $g_{l}(z, n)$ and $g_{r}(z, n)$ to denote them and introduce them as

$$
\begin{equation*}
g_{\mathrm{l}}(z, n):=f_{\mathrm{l}}\left(z^{-1}, n\right), \quad g_{\mathrm{r}}(z, n):=f_{\mathrm{r}}\left(z^{-1}, n\right) \tag{2.8}
\end{equation*}
$$

Because $z$ and $z^{-1}$ appear symmetrically in (2.2), it follows that $g_{l}(z, n)$ and $g_{r}(z, n)$ satisfy (2.2). Using (2.8) in (2.4) and (2.5), it follows that $g_{l}(z, n)$ and $g_{r}(z, n)$ satisfy the respective asymptotics

$$
\begin{equation*}
g_{l}(z, n)=z^{-n}[1+o(1)], \quad n \rightarrow+\infty \tag{2.9}
\end{equation*}
$$

$$
\begin{equation*}
g_{\mathrm{r}}(z, n)=z^{n}[1+o(1)], \quad n \rightarrow-\infty \tag{2.10}
\end{equation*}
$$

The Wronskian $[\phi(z, n) ; \zeta(z, n)]$ of any two solutions $\phi(z, n)$ and $\zeta(z, n)$ to $(2.2)$ is defined [23] as

$$
\begin{equation*}
[\phi(z, n) ; \zeta(z, n)]:=a(n+1)(\phi(z, n) \zeta(z, n+1)-\phi(z, n+1) \zeta(z, n)) \tag{2.11}
\end{equation*}
$$

and it is known [23] that the value of the Wronskian is independent of $n$ and hence can be evaluated at any $n$-value or as $n \rightarrow \pm \infty$. We have introduced the scattering coefficients through the spatial asymptotics of the Jost solutions via (2.6) and (2.7). Alternatively, the scattering coefficients can be obtained by using some Wronskians involving $f_{l}(z, n), f_{r}(z, n), g_{l}(z, n)$, and $g_{r}(z, n)$. It is possible to determine the basic properties of the scattering coefficients by evaluating such Wronskians as $n \rightarrow+\infty$ and also as $n \rightarrow-\infty$ and by equating the resulting expressions.

Theorem 2.1
Assume that the coefficients in (2.2) belong to class $\mathcal{A}$. Let $f_{1}(z, n)$ and $f_{r}(z, n)$ be the Jost solution from the left and from the right, respectively, to (2.2), and let $T(z), R(z)$, and $L(z)$ be the corresponding scattering coefficients appearing in (2.6) and (2.7). Then:
(1) The $z$-domain of the Jost solutions $f_{\mathrm{f}}(z, n)$ and $f_{r}(z, n)$ can be extended to $z \in \mathbf{T}$ with the help of

$$
\begin{equation*}
f_{l}\left(z^{-1}, n\right)=f_{l}\left(z^{*}, n\right)=f_{l}(z, n)^{*}, \quad f_{r}\left(z^{-1}, n\right)=f_{r}\left(z^{*}, n\right)=f_{r}(z, n)^{*}, \quad z \in \mathbf{T} \tag{2.12}
\end{equation*}
$$

where the asterisk denotes complex conjugation.
(2) The $z$-domain of the scattering coefficients is $z \in \mathbf{T}$, and we have for $z \in \mathbf{T}$

$$
\begin{equation*}
T\left(z^{-1}\right)=T\left(z^{*}\right)=T(z)^{*}, \quad R\left(z^{-1}\right)=R\left(z^{*}\right)=R(z)^{*}, \quad L\left(z^{-1}\right)=L\left(z^{*}\right)=L(z)^{*} . \tag{2.13}
\end{equation*}
$$

Furthermore, for $z \in \mathbf{T}$, the scattering coefficients satisfy

$$
\begin{gather*}
\frac{1}{T(z) T\left(z^{-1}\right)}-\frac{L(z) L\left(z^{-1}\right)}{T(z) T\left(z^{-1}\right)}=1,  \tag{2.14}\\
\frac{1}{T(z) T\left(z^{-1}\right)}-\frac{R(z) R\left(z^{-1}\right)}{T(z) T\left(z^{-1}\right)}=1,  \tag{2.15}\\
\frac{R\left(z^{-1}\right)}{T\left(z^{-1}\right)}=-\frac{L(z)}{T(z)}, \quad \frac{L\left(z^{-1}\right)}{T\left(z^{-1}\right)}=-\frac{R(z)}{T(z)}  \tag{2.16}\\
T(z)^{2}-R(z) L(z)=\frac{T(z)}{T\left(z^{-1}\right)} \tag{2.17}
\end{gather*}
$$

Proof
As stated in Definition 1.1, the coefficients $a(n), b(n)$, and $w(n)$ and their limiting values $a_{\infty}, b_{\infty}$, and $w_{\infty}$ are all real valued. For $z \in \mathbf{T}$, we have $z^{-1}=z^{*}$. When $z \in \mathbf{T}$, replacing $z$ by $z^{*}$ in (2.2) and then taking the complex conjugate of both sides of the resulting equation, we see that $f_{l}\left(z^{*}, n\right)^{*}$ remains a solution to (2.2). Furthermore, $f_{l}\left(z^{*}, n\right)^{*}$ satisfies the asymptotics given in (2.4), and hence, $f_{l}\left(z^{*}, n\right)^{*}=f_{l}(z, n)$ when $z \in \mathbf{T}$. By a similar argument, we get $f_{r}\left(z^{*}, n\right)^{*}=f_{r}(z, n)$ when $z \in \mathbf{T}$. Hence, (2.12) is proved. Using (2.12) in (2.6) and (2.7) and the fact that $z^{-1}=z^{*}$ for $z \in \mathbf{T}$, we obtain (2.13). We get (2.14) by evaluating the Wronskian $\left[f_{1}(z, n) ; g_{l}(z, n)\right]$ as $n \rightarrow+\infty$ and also as $n \rightarrow-\infty$ and by equating the resulting expressions, where $g_{1}(z, n)$ is the quantity appearing in (2.8) and (2.9). For this purpose, using (2.4) and (2.9) in (2.11), we get the value of $\left[f_{l}(z, n) ; g_{l}(z, n)\right]$ as $n \rightarrow+\infty$ as

$$
\begin{equation*}
\left[f_{l}(z, n) ; g_{\bullet}(z, n)\right]=a_{\infty}\left(z^{-1}-z\right) \tag{2.18}
\end{equation*}
$$

The same Wronskian, as $n \rightarrow-\infty$, is evaluated with the help of (2.6) and the first equality in (2.8) as

$$
\begin{equation*}
\left[f_{l}(z, n) ; g_{l}(z, n)\right]=a_{\infty}\left(z^{-1}-z\right)\left(\frac{1}{T(z) T\left(z^{-1}\right)}-\frac{L(z) L\left(z^{-1}\right)}{T(z) T\left(z^{-1}\right)}\right) \tag{2.19}
\end{equation*}
$$

Comparing (2.18) and (2.19), we establish (2.14). Similarly, we obtain (2.15) by evaluating the Wronskian $\left[f_{r}(z, n) ; g_{\mathrm{r}}(z, n)\right]$ as $n \rightarrow \pm \infty$ and equating the resulting expressions. We get the first equality in (2.16) by evaluating the Wronskian $\left[f_{1}(z, n) ; g_{\mathrm{r}}(z, n)\right]$ as $n \rightarrow \pm \infty$ and equating the resulting expressions, where $g_{r}(z, n)$ is the quantity appearing in (2.8) and (2.10). The second equality in (2.16) is obtained by evaluating the Wronskian $\left[f_{r}(z, n) ; g_{l}(z, n)\right]$ as $n \rightarrow \pm \infty$ and equating the resulting expressions. Finally, we get (2.17) by using the second equality of (2.16) in (2.14).

## 3. The factorization formula for the general Jacobi system

Our goal in this section is to establish the analog of (1.9) for the general Jacobi system (2.2). This will be accomplished by fragmenting the full-line lattice $\mathbf{Z}$ and relating the transition matrix for the entire lattice to the transition matrices associated with the fragments. The resulting factorization formula with two fragments is given in (3.6), and the factorization formula for an arbitrary number of fragments is given in (3.5).

For (2.2) with coefficients $\{a(n), b(n), w(n)\}_{n \in \mathbf{Z}}$, we define the transition matrix $\Lambda(z)$ for $z \in \mathbf{T}$ as

$$
\Lambda(z):=\left[\begin{array}{cc}
\frac{1}{T(z)} & -\frac{R(z)}{T(z)}  \tag{3.1}\\
\frac{L(z)}{T(z)} & \frac{1}{T\left(z^{-1}\right)}
\end{array}\right],
$$

which resembles the transition matrix given in (1.7) for the Schrödinger equation.
Let us partition the set of integers $\mathbf{Z}$ into $N$ ordered subsets as

$$
\mathbf{Z}=\left\{n_{0}, \ldots, n_{1}\right\} \cup\left\{n_{1}+1, \ldots, n_{2}\right\} \cup \cdots \cup\left\{n_{N-1}+1, \ldots, n_{N}\right\},
$$

where $N \geq 2$ and we have

$$
n_{0}:=-\infty, \quad n_{1}<n_{2}<\cdots<n_{N-1}, \quad n_{N}:=+\infty .
$$

We then obtain the fragmentation of the coefficients in (1.10) into $N$ disjoint sets as

$$
(a(n), b(n), w(n))= \begin{cases}\left(a_{1}(n), b_{1}(n), w_{1}(n)\right), & n_{0}<n \leq n_{1}  \tag{3.2}\\ \left(a_{2}(n), b_{2}(n), w_{2}(n)\right), & n_{1}<n \leq n_{2} \\ \vdots & \vdots \\ \left(a_{N-1}(n), b_{N-1}(n), w_{N-1}(n)\right), & n_{N-2}<n \leq n_{N-1} \\ \left(a_{N}(n), b_{N}(n), w_{N}(n)\right), & n_{N-1}<n \leq n_{N}\end{cases}
$$

where for $j=1,2, \ldots, N$ we have defined

$$
\left\{\begin{array}{lll}
a_{j}(n):=a(n), & b_{j}(n):=b(n), \quad w_{j}(n):=w(n), & n_{j-1}<n \leq n_{j},  \tag{3.3}\\
a_{j}(n):=a_{\infty}, & b_{j}(n):=b_{\infty}, & w_{j}(n):=w_{\infty},
\end{array} \quad n \leq n_{j-1} \text { or } n>n_{j} .\right.
$$

For each fixed $j$, let us use $f_{l j}(z, n)$ and $f_{r j}(z, n)$ to denote the Jost solutions from the left and from the right, respectively, corresponding to the coefficients $\left\{a_{j}(n), b_{j}(n), w_{j}(n)\right\}_{n \in \mathbf{z}}$. Let us also use $T_{j}, R_{j}$, and $L_{j}$ for the respective scattering coefficients corresponding to $\left\{a_{j}(n), b_{j}(n), w_{j}(n)\right\}_{n \in \mathbf{z}}$. Let $\Lambda_{j}(z)$ be the corresponding transition matrix for $\left\{a_{j}(n), b_{j}(n), w_{j}(n)\right\}_{n \in \mathbf{Z}}$ defined in a similar way as in (3.1) as

$$
\Lambda_{j}(z):=\left[\begin{array}{cc}
\frac{1}{T_{j}(z)} & -\frac{R_{j}(z)}{T_{j}(z)}  \tag{3.4}\\
\frac{L_{j / z)}}{T_{j}(z)} & \frac{1}{T_{j}\left(z^{-1}\right)}
\end{array}\right] .
$$

Corresponding to the fragmentation (3.2), we are interested in proving the factorization formula

$$
\begin{equation*}
\Lambda(z)=\Lambda_{1}(z) \Lambda_{2}(z) \cdots \Lambda_{N}(z), \quad z \in \mathbf{T}, \tag{3.5}
\end{equation*}
$$

where the right-hand side consists of the product of the $2 \times 2$ transition matrices in the ordered indicated. It is enough to prove (3.5) when the number of fragments is two, that is, $N=2$ in (3.5), because the case $N>2$ can be obtained via mathematical induction. Thus, we would like to prove that

$$
\left[\begin{array}{cc}
\frac{1}{T(z)} & -\frac{R(z)}{T(z)}  \tag{3.6}\\
\frac{L(z)}{T(z)} & \frac{1}{T\left(z^{-1}\right)}
\end{array}\right]=\left[\begin{array}{ccc}
\frac{1}{T_{1}(z)} & -\frac{R_{1}(z)}{T_{1}(z)} & {\left[\begin{array}{cc}
\frac{1}{T_{2}(z)} & -\frac{R_{2}(z)}{T_{2}(z)} \\
\frac{L_{1}(z)}{T_{1}(z)} & \frac{1}{T_{1}\left(z^{-1}\right)}
\end{array}\right], \quad z \in \mathbf{T} .} \\
\frac{L_{2}(z)}{T_{2}(z)} & \frac{1}{T_{2}\left(z^{-1}\right)}
\end{array}\right], \quad z=
$$

In order to prove the factorization formula with two fragments, that is, to prove the formula given in (3.6), we need a series of auxiliary results presented in the next several propositions.

In our first proposition, when $N=2$ in the partitioning in (3.2), we express the Jost solutions $f_{1}(z, n)$ and $f_{r}(z, n)$ in terms of the Jost solution $f_{12}(z, n)$ and its relative $g_{12}(z, n)$ for $n \geq n_{1}$. The result is needed later on in the proof of the factorization formula (3.6).

## Proposition 3.1

Assume that the coefficients in (2.2) belong to class $\mathcal{A}$. Further, assume that $N=2$ in the partitioning given in (3.2). Let $f_{\emptyset}(z, n)$ and $f_{r}(z, n)$ be the Jost solution from the left and from the right, respectively, to (2.2), and let $f_{12}$ be the Jost solution from the left for (2.2) with the coefficients $\left\{a_{2}(n), b_{2}(n), w_{2}(n)\right\}_{n \in \mathbf{Z}}$ specified in (3.3). Let $g_{12}(z, n)$ be the quantity related to $f_{12}(z, n)$ as in the first equality in (2.8), namely,

$$
\begin{equation*}
g_{12}(z, n):=f_{12}\left(z^{-1}, n\right) . \tag{3.7}
\end{equation*}
$$

Then, for $n \geq n_{1}$, we have

$$
\left[\begin{array}{cc}
f_{1}(z, n) & f_{r}(z, n)  \tag{3.8}\\
f_{1}(z, n+1) & f_{r}(z, n+1)
\end{array}\right]=\left[\begin{array}{cc}
f_{12}(z, n) & \alpha(z) f_{12}(z, n)+\beta(z) g_{12}(z, n) \\
f_{12}(z, n+1) & \alpha(z) f_{12}(z, n+1)+\beta(z) g_{12}(z, n+1)
\end{array}\right],
$$

where

$$
\begin{equation*}
\alpha(z)=\frac{R(z)}{T(z)}, \quad \beta(z)=\frac{1}{T(z)} \tag{3.9}
\end{equation*}
$$

Proof
Because of the second line of (3.2), it follows that, for $n \geq n_{1}+1$, both $f_{1}(z, n)$ and $f_{12}(z, n)$ satisfy the same equation, namely, (2.2), and the same asymptotic condition, namely, (2.4). Thus, we obtain

$$
f_{1}(z, n)=f_{12}(z, n), \quad n \geq n_{1}+1
$$

Because $z$ and $z^{-1}$ appear symmetrically in (2.2), it follows from (3.7) that $f_{12}(z, n)$ and $g_{12}(z, n)$ both satisfy (2.2) with $n \geq n_{1}+1$, and hence $f_{r}(z, n)$ can be expressed as a linear combination of $f_{12}(z, n)$ and $g_{12}(z, n)$ for $n \geq n_{1}+1$. Thus, (3.8) holds for $n \geq n_{1}$ provided we can prove that

$$
\begin{equation*}
f_{1}\left(z, n_{1}\right)=f_{12}\left(z, n_{1}\right), \quad f_{r}\left(z, n_{1}\right)=\alpha(z) f_{12}\left(z, n_{1}\right)+\beta(z) g_{12}\left(z, n_{1}\right) \tag{3.10}
\end{equation*}
$$

Using (2.2) at $n=n_{1}+1$ with $f_{1}(z, n)$ and $\{a(n), b(n), w(n)\}_{n \in \mathbf{Z}}$ and also using (2.2) at $n=n_{1}+1$ with $f_{12}(z, n)$ and $\left\{a_{2}(n), b_{2}(n), w_{2}(n)\right\}_{n \in \mathbf{Z}}$, we obtain

$$
a\left(n_{1}+1\right) f_{1}\left(z, n_{1}\right)=a_{2}\left(n_{1}+1\right) f_{12}\left(z, n_{1}\right)
$$

and hence, from the facts that $a\left(n_{1}+1\right)=a_{2}\left(n_{1}+1\right)$ and $a\left(n_{1}+1\right)>0$, we get the first equality in (3.10). Proceeding similarly, we get the second equality in (3.10). By letting $n \rightarrow+\infty$ on both sides of (3.8) and using (2.4), (2.7), and (2.9), we get (3.9).

In the next proposition, when $N=2$ in the partitioning in (3.2), we express the Jost solutions $f_{l}(z, n)$ and $f_{r}(z, n)$ in terms of the Jost solution $f_{r 1}(z, n)$ and its relative $g_{r 1}(z, n)$ for $n \leq n_{1}$. The result is needed to prove the factorization formula given in (3.6).

## Proposition 3.2

Assume that the coefficients in (2.2) belong to class $\mathcal{A}$. Further, assume that $N=2$ in the partitioning given in (3.2). Let $f_{l}(z, n)$ and $f_{r}(z, n)$ be the Jost solution from the left and from the right, respectively, to (2.2), and let $f_{r}$ be the Jost solution from the right for (2.2) with the coefficients $\left\{a_{1}(n), b_{1}(n), w_{1}(n)\right\}_{n \in \mathbf{z}}$ given in (3.3). Let $g_{r 1}(z, n)$ be the quantity related to $f_{r 1}(z, n)$ as in the second equality in (2.8), namely,

$$
\begin{equation*}
g_{\mathrm{r} 1}(z, n):=f_{\mathrm{r} 1}\left(z^{-1}, n\right) \tag{3.11}
\end{equation*}
$$

Then, for $n \leq n_{1}-1$, we have

$$
\left[\begin{array}{cc}
f_{1}(z, n) & f_{r}(z, n)  \tag{3.12}\\
f_{1}(z, n+1) & f_{r}(z, n+1)
\end{array}\right]=\left[\begin{array}{cc}
\gamma(z) g_{r 1}(z, n)+\epsilon(z) f_{r 1}(z, n) & f_{r 1}(z, n) \\
\gamma(z) g_{r 1}(z, n+1)+\epsilon(z) f_{r 1}(z, n+1) & f_{r 1}(z, n+1)
\end{array}\right],
$$

and we also have

$$
\begin{gather*}
f_{r}\left(z, n_{1}+1\right)=\frac{a_{\infty}}{a\left(n_{1}+1\right)} f_{r 1}\left(z, n_{1}+1\right)  \tag{3.13}\\
f_{l}\left(z, n_{1}+1\right)=\frac{a_{\infty}}{a\left(n_{1}+1\right)}\left[\gamma(z) g_{r 1}\left(z, n_{1}+1\right)+\epsilon(z) f_{r 1}\left(z, n_{1}+1\right)\right] \tag{3.14}
\end{gather*}
$$

where

$$
\begin{equation*}
\gamma(z)=\frac{L(z)}{T(z)}, \quad \epsilon(z)=\frac{1}{T(z)} \tag{3.15}
\end{equation*}
$$

## Proof

Because of the first line of (3.2), it follows that, for $n \leq n_{1}-1$, both $f_{r}(z, n)$ and $f_{r 1}(z, n)$ satisfy the same equation, namely, (2.2), and the same asymptotic condition, namely, (2.5). Thus, we obtain

$$
\begin{equation*}
f_{r}(z, n)=f_{r 1}(z, n), \quad n \leq n_{1}-1 \tag{3.16}
\end{equation*}
$$

From (2.2) with $n=n_{1}-1$, it then follows that (3.16) actually holds for $n=n_{1}$ as well and we obtain

$$
f_{r}(z, n)=f_{r 1}(z, n), \quad n \leq n_{1} .
$$

From the second equation in (2.8), it follows that $f_{r 1}(z, n)$ and $g_{r 1}(z, n)$ both satisfy (2.2) with $n \leq n_{1}-1$, and hence $f_{i}(z, n)$ can be expressed as a linear combination of $f_{r 1}(z, n)$ and $g_{r 1}(z, n)$ for $n \leq n_{1}$, which is proved by proceeding in a similar way as in the proof of Proposition 3.1. In a similar way, using (2.2) with $n=n_{1}$ and the facts that we have (3.16), $a(n)>0$, and $a_{1}\left(n_{1}+1\right)=a_{\infty}$, we obtain (3.13). Similarly, using (2.2) with $n=n_{1}$ and making use of the equality of the ( 1,1 )-entries in (3.12) for $n=n_{1}$, we obtain (3.14). Finally, letting $n \rightarrow-\infty$ in (3.12) and using (2.5), (2.6), and (2.10), we obtain (3.15).

The result in the next proposition is needed in the proof of Theorem 3.6.

## Proposition 3.3

Assume that the coefficients in (2.2) belong to class $\mathcal{A}$. Further, assume that $N=2$ in the partitioning given in (3.2). Let $f_{12}(z, n)$ be the Jost solution from the left for (2.2) with the coefficients $\left\{a_{2}(n), b_{2}(n), w_{2}(n)\right\}_{n \in z}$ given in (3.3). Let $T_{2}(z), R_{2}(z)$, and $L_{2}(z)$ be the scattering coefficients associated with the coefficients $\left\{a_{2}(n), b_{2}(n), w_{2}(n)\right\}_{n \in \mathbf{Z}}$. Then, we have

$$
\begin{equation*}
f_{12}(z, n)=\frac{1}{T_{2}(z)} z^{n}+\frac{L_{2}(z)}{T_{2}(z)} z^{-n}, \quad n \leq n_{1} \tag{3.17}
\end{equation*}
$$

$$
\begin{equation*}
f_{12}\left(z, n_{1}+1\right)=\frac{a_{\infty}}{a\left(n_{1}+1\right)}\left[\frac{1}{T_{2}(z)} z^{n_{1}+1}+\frac{L_{2}(z)}{T_{2}(z)} z^{-n_{1}-1}\right] . \tag{3.18}
\end{equation*}
$$

Proof
When $n \leq n_{1}-1$ in (2.2), the Jost solution $f_{12}(z, n)$ satisfies (2.3) with $n \leq n_{1}-1$. Furthermore, from the analog of (2.6) for $f_{12}(z, n)$, we already have (3.17) for $n \leq n_{1}-1$. Then, (3.2) with $n=n_{1}-1$ implies that (3.17) actually holds for $n=n_{1}$ as well. Thus, (3.17) is proved. Then, using (2.2) with $n=n_{1}$ and utilizing (3.17) for $n=n_{1}$ and $n=n_{1}-1$, after some simplifications, we obtain (3.18).

We need the following analog of Proposition 3.3 , which is needed in the proof of the factorization formula given in (3.6).

## Proposition 3.4

Assume that the coefficients in (2.2) belong to class $\mathcal{A}$. Further, assume that $N=2$ in the partitioning given in (3.2). Let $f_{r 1}$ be the Jost solution from the right for (2.2) with the coefficients $\left\{a_{1}(n), b_{1}(n), w_{1}(n)\right\}_{n \in \mathbf{z}}$ appearing in (3.3). Let $T_{1}(z), R_{1}(z)$, and $L_{1}(z)$ be the scattering coefficients associated with the coefficients $\left\{a_{1}(n), b_{1}(n), w_{1}(n)\right\}_{n \in \mathbf{z}}$. Then, we have

$$
\begin{equation*}
f_{r 1}(z, n)=\frac{1}{T_{1}(z)} z^{-n}+\frac{R_{1}(z)}{T_{1}(z)} z^{n}, \quad n \geq n_{1} . \tag{3.19}
\end{equation*}
$$

Proof
When $n \geq n_{1}+1$ in (2.2), the Jost solution $f_{r 1}(z, n)$ satisfies (2.3) with $n \geq n_{1}+1$. Furthermore, from the analog of (2.7) for $f_{r 1}(z, n)$, we already have (3.19) for $n \geq n_{1}+1$. Then, (2.3) with $n=n_{1}+1$ implies that (3.19) actually holds for $n=n_{1}$ as well.

The next proposition is needed in the proof of Theorem 3.6.

## Proposition 3.5

Assume that the coefficients in (2.2) belong to class $\mathcal{A}$. Further, assume that $N=2$ in the partitioning given in (3.2). Let $f_{\mathrm{r} 1}$ be the Jost solution from the right for (2.2) with the coefficients $\left\{a_{1}(n), b_{1}(n), w_{1}(n)\right\}_{n \in \mathbf{z}}$ appearing in (3.3). Let $T_{1}(z), R_{1}(z)$, and $L_{1}(z)$ be the scattering coefficients associated with the coefficients $\left\{a_{1}(n), b_{1}(n), w_{1}(n)\right\}_{n \in \mathbf{z}}$. Similarly, let $f_{12}$ be the Jost solution from the left for (2.2) with the coefficients $\left\{a_{2}(n), b_{2}(n), w_{2}(n)\right\}_{n \in z}$ appearing in (3.3). Let $T_{2}(z), R_{2}(z)$, and $L_{2}(z)$ be the scattering coefficients associated with the coefficients $\left\{a_{2}(n), b_{2}(n), w_{2}(n)\right\}_{n \in \mathbf{z}}$. Furthermore, let $g_{r 1}$ and $g_{12}$ be the quantities appearing in (3.11) and (3.7), respectively. Then, we have

$$
\begin{gather*}
{\left[\begin{array}{cc}
f_{12}\left(z, n_{1}\right) & g_{12}\left(z, n_{1}\right) \\
f_{12}\left(z, n_{1}+1\right) & g_{12}\left(z, n_{1}+1\right)
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
0 & \frac{a_{\infty}}{a\left(n_{1}+1\right)}
\end{array}\right]\left[\begin{array}{cc}
z^{n_{1}} & z^{-n_{1}} \\
z^{n_{1}+1} & z^{-n_{1}-1}
\end{array}\right]\left[\begin{array}{cc}
\frac{1}{T_{2}(z)} & \frac{L_{2}\left(z^{-1}\right)}{T_{2}\left(z^{-1}\right)} \\
\frac{L_{2}(z)}{T_{2}(z)} & \frac{1}{T_{2}\left(z^{-1}\right)}
\end{array}\right],}  \tag{3.20}\\
{\left[\begin{array}{cc}
g_{\mathrm{r} 1}\left(z, n_{1}\right) & f_{\mathrm{r} 1}\left(z, n_{1}\right) \\
g_{\mathrm{r} 1}\left(z, n_{1}+1\right) & f_{\mathrm{r} 1}\left(z, n_{1}+1\right)
\end{array}\right]=\left[\begin{array}{cc}
z^{n_{1}} & z^{-n_{1}} \\
z^{n_{1}+1} & z^{-n_{1}-1}
\end{array}\right]\left[\begin{array}{cc}
\frac{1}{T_{1}\left(z^{-1}\right)} & \frac{R_{1}(z)}{T_{1}(z)} \\
\frac{R_{1}\left(z^{-1}\right)}{T_{1}\left(z^{-1}\right)} & \frac{1}{T_{1}(z)}
\end{array}\right] .} \tag{3.21}
\end{gather*}
$$

Proof
We obtain (3.20) by using (3.7), (3.17), and (3.18). Similarly, we get (3.21) by using (3.11) and (3.19).
In the next theorem, we prove the factorization formula when there are two fragments. The factorization formula (3.5) with $N$ fragments can then be proved via mathematical induction.

## Theorem 3.6

Assume that the coefficients in (2.2) belong to class $\mathcal{A}$. Further, assume that $N=2$ in the partitioning given in (3.2). Let $f_{\mathrm{r} 1}$ be the Jost solution from the right for (2.2) with the coefficients $\left\{a_{1}(n), b_{1}(n), w_{1}(n)\right\}_{n \in \mathbf{Z}}$ appearing in (3.3). Let $T_{1}(z), R_{1}(z)$, and $L_{1}(z)$ be the scattering coefficients associated with the coefficients $\left\{a_{1}(n), b_{1}(n), w_{1}(n)\right\}_{n \in \mathbf{z}}$. Similarly, let $f_{12}$ be the Jost solution from the left for (2.2) with the coefficients $\left\{a_{2}(n), b_{2}(n), w_{2}(n)\right\}_{n \in \mathbf{z}}$ appearing in (3.3). Let $T_{2}(z), R_{2}(z)$, and $L_{2}(z)$ be the scattering coefficients associated with the coefficients $\left\{a_{2}(n), b_{2}(n), w_{2}(n)\right\}_{n \in \mathbf{z}}$. Furthermore, let $g_{r 1}$ and $g_{12}$ be the quantities appearing in (3.11) and (3.7), respectively. Then, the factorization formula given in (3.6) holds.

## Proof

We will derive (3.6) by evaluating the left-hand side of (3.8) when $n=n_{1}$ in two different ways and by equating the resulting expressions. The first expression will be obtained by using (3.8), and the second will be obtained by using (3.12). From (3.8) and (3.9), we get

$$
\left[\begin{array}{cc}
f_{1}\left(z, n_{1}\right) & f_{r}\left(z, n_{1}\right)  \tag{3.22}\\
f_{1}\left(z, n_{1}+1\right) & f_{r}\left(z, n_{1}+1\right)
\end{array}\right]=\left[\begin{array}{cc}
f_{12}\left(z, n_{1}\right) & g_{12}\left(z, n_{1}\right) \\
f_{12}\left(z, n_{1}+1\right) & g_{12}\left(z, n_{1}+1\right)
\end{array}\right]\left[\begin{array}{cc}
1 & \frac{R(z)}{T(z)} \\
0 & \frac{1}{T(z)}
\end{array}\right] .
$$

On the other hand, from (3.12)-(3.15), we get

$$
\left[\begin{array}{cc}
f_{1}\left(z, n_{1}\right) & f_{r}\left(z, n_{1}\right)  \tag{3.23}\\
f_{1}\left(z, n_{1}+1\right) & f_{\mathrm{r}}\left(z, n_{1}+1\right)
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
0 & \frac{a_{\infty}}{a\left(n_{1}+1\right)}
\end{array}\right]\left[\begin{array}{cc}
g_{\mathrm{r} 1}\left(z, n_{1}\right) & f_{\mathrm{r} 1}\left(z, n_{1}\right) \\
g_{\mathrm{r} 1}\left(z, n_{1}+1\right) & f_{\mathrm{r} 1}\left(z, n_{1}+1\right)
\end{array}\right]\left[\begin{array}{cc}
\frac{1}{T(z)} & 0 \\
\frac{L(z)}{T(z)} & 1
\end{array}\right]
$$

Thus, the right-hand side of (3.22) must be equal to the right-hand side of (3.23). Using (3.20) on the right-hand side of (3.22) and using (3.21) on the right-hand side of (3.23) and equating the resulting expressions, after some simplification, we obtain

$$
\left[\begin{array}{ll}
\frac{1}{T_{2}(z)} & \frac{L_{2}\left(z^{-1}\right)}{T_{2}\left(z^{-1}\right)} \\
\frac{L_{2}(z)}{T_{2}(z)} & \frac{1}{T_{2}\left(z^{-1}\right)}
\end{array}\right]\left[\begin{array}{cc}
1 & \frac{R(z)}{T(z)} \\
0 & \frac{1}{T(z)}
\end{array}\right]=\left[\begin{array}{ll}
\frac{1}{T_{1}\left(z^{-1}\right)} & \frac{R_{1}(z)}{T_{1}(z)} \\
\frac{R_{1}\left(z^{-1)}\right.}{T_{1}\left(z^{-1}\right)} & \frac{1}{T_{1}(z)}
\end{array}\right]\left[\begin{array}{cc}
\frac{1}{T(z)} & 0 \\
\frac{L(z)}{T(z)} & 1
\end{array}\right],
$$

or equivalently, we have

$$
\left[\begin{array}{ll}
\frac{1}{T_{1}\left(z^{-1}\right)} & \frac{R_{1}(z)}{T_{1}(z)}  \tag{3.24}\\
\frac{R_{1}\left(z^{-1}\right)}{T_{1}\left(z^{-1}\right)} & \frac{z}{T_{1}(z)}
\end{array}\right]^{-1}\left[\begin{array}{cc}
\frac{1}{T_{2}(z)} & \frac{L_{2}\left(z^{-1}\right)}{T_{2}(z-1)} \\
\frac{L_{2}(z)}{T_{2}(z)} & \frac{1}{T_{2}\left(z^{-1}\right)}
\end{array}\right]=\left[\begin{array}{cc}
\frac{1}{T(z)} & 0 \\
\frac{L(z)}{T(z)} & 1
\end{array}\right]\left[\begin{array}{cc}
1 & \frac{R(z)}{T(z)} \\
0 & \frac{1}{T(z)}
\end{array}\right]^{-1} .
$$

In a straightforward way, we evaluate the inverse matrices appearing in (3.24) as

$$
\begin{gather*}
{\left[\begin{array}{cc}
1 & \frac{R(z)}{T_{(z)}} \\
0 & \frac{1}{T(z)}
\end{array}\right]^{-1}=\left[\begin{array}{cc}
1 & -R(z) \\
0 & T(z)
\end{array}\right],}  \tag{3.25}\\
{\left[\begin{array}{ll}
\frac{1}{T_{1}\left(z^{-1}\right)} & \frac{R_{1}(z)}{T_{1}(z)} \\
\frac{R_{1}\left(z^{-1}\right)}{T_{1}\left(z^{-1}\right)} & \frac{1}{T_{1}(z)}
\end{array}\right]^{-1}=\frac{1}{\frac{1}{T_{1}(z)} \frac{1}{T_{1}\left(z^{-1}\right)}-\frac{R_{1}(z)}{T_{1}(z)} \frac{R_{1}\left(z^{-1}\right)}{T_{1}\left(z^{-1}\right)}}\left[\begin{array}{cc}
\frac{1}{T_{1}(z)} & -\frac{R_{1}(z)}{T_{1}(z)} \\
-\frac{R_{1}\left(z^{-1}\right)}{T_{1}\left(z^{-1}\right)} & \frac{1}{T_{1}\left(z^{-1}\right)}
\end{array}\right] .} \tag{3.26}
\end{gather*}
$$

From (2.15), we see that the determinantal quantity appearing as a coefficient on the right-hand side of (3.26) is equal to 1 . Thus, (3.26) simplifies to

$$
\left[\begin{array}{ll}
\frac{1}{T_{1}\left(z^{-1}\right)} & \frac{R_{1}(z)}{T_{1}(z)}  \tag{3.27}\\
\frac{R_{1}\left(z^{-1)}\right.}{T_{1}\left(z^{-1}\right)} & \frac{1}{T_{1}(z)}
\end{array}\right]^{-1}=\left[\begin{array}{rr}
\frac{1}{T_{1}(z)} & -\frac{R_{1}(z)}{T_{1}(z)} \\
-\frac{R_{1}\left(z^{-1}\right)}{T_{1}\left(z^{-1}\right)} & \frac{1}{T_{1}\left(z^{-1}\right)}
\end{array}\right] .
$$

Using (3.25) and (3.27) in (3.24), we obtain

$$
\left[\begin{array}{cc}
\frac{1}{T_{1}(z)} & -\frac{R_{1}(z)}{T_{1}(z)}  \tag{3.28}\\
-\frac{R_{1}\left(z^{-1}\right)}{T_{1}\left(z^{-1}\right)} & \frac{1}{T_{1}\left(z^{-1}\right)}
\end{array}\right]\left[\begin{array}{cc}
\frac{1}{T_{2}(z)} & \frac{L_{2}\left(z^{-1}\right)}{T_{2}\left(z^{-1}\right)} \\
\frac{L_{2}(z)}{T_{2}(z)} & \frac{1}{T_{2}\left(z^{-1}\right)}
\end{array}\right]=\left[\begin{array}{cc}
\frac{1}{T(z)} & 0 \\
\frac{L(z)}{T(z)} & 1
\end{array}\right]\left[\begin{array}{cc}
1 & -R(z) \\
0 & T(z)
\end{array}\right] .
$$

Using (2.16) on the left-hand side of (3.28), we see that the left-hand side of (3.28) is equal to the matrix product $\Lambda_{1}(z) \Lambda_{2}(z)$, where $\Lambda_{1}(z)$ and $\Lambda_{2}(z)$ are the transition matrices defined in (3.4). On the other hand, with the help of (2.7) we see that the right-hand side in (3.28) is equal to the transition matrix $\Lambda(z)$ defined in (3.1). Thus, (3.6) is established.

Via mathematical induction, the factorization formula (3.5) with $N$ fragments holds, as stated in the next corollary.

## Corollary 3.7

Assume that the coefficients in (2.2) belong to class $\mathcal{A}$. Further, assume that we have the partitioning specified in (3.2) with the coefficients $\left\{a_{j}(n), b_{j}(n), w_{j}(n)\right\}_{n \in z}$ appearing in (3.3) for $1 \leq j \leq N$ for any positive integer $N \geq 2$. Let $T_{j}(z), R_{j}(z)$, and $L_{j}(z)$ be the scattering coefficients associated with the coefficients $\left\{a_{j}(n), b_{j}(n), w_{j}(n)\right\}_{n \in \mathbf{z}}$. Then, the factorization formula given in (3.5) holds, where $\Lambda(z)$ and $\Lambda_{j}(z)$ are the transition matrices defined in (3.1) and (3.4), respectively.
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